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Long-Term Changes in Wintertime Temperature
Extremes in Moscow and Their Relation

to Regional Atmospheric Dynamics

Yulia A. Zyulyaeva' (), Joshua H. P. Studholme’, and Igor I. Zveryaev">

IShirshov Institute of Oceanology, Russian Academy of Sciences, Moscow, Russia, 2Department of Meteorology and
Climatology, Lomonosov Moscow State University, Moscow, Russia

Abstract Interannual variability and long-term changes in winter air temperature extremes in Moscow
(1949-2017) are investigated using observational and reanalysis data. Significant interdecadal changes in
principal characteristics of temperature extremes are revealed. Strong warming (0.50 °K per decade) is
identified contrasting to the previously identified summer trend of 0.25 °K per decade. This is attributable to
middle-to-late winter. Winter and summer daily air temperature variabilities are fundamentally different
with wintertime anomalies strongly negatively skewed, while summer displays Gaussian variability. A
reduction in the number of cold days and an increase in warm days in December and March are found. In
January and February, the probability of warm extremes increases, while the probability of cold extremes
remains constant. Intensification of January extremes (cold and warm) is revealed along with daily
temperature variability reduction. In aggregate, potential shortening of Moscow’s winter season,
suppression of the previously strong seasonal cycle in daily temperature variability, and intensification of
midwinter extremes are identified. Dynamical linkages are found to North Atlantic and Mediterranean
storm track variability as well as synoptic activity over the Barents-Kara Seas. Lagrangian analysis shows
associations of wintertime extreme warm events to air masses originating over the North Atlantic and
Mediterranean regions. Air masses implicated in cold extremes are mostly of Siberian and Arctic origin. On
interannual time scales cold event frequency in Moscow is impacted by the negative phase of North Atlantic
Oscillation, whereas frequency of warm events is influenced by the positive phase of North Atlantic
Oscillation and the negative phase of Scandinavian teleconnection.

Plain Language Summary A lot of contemporary research is currently focused on quantifying
and understanding how global annual mean and seasonal mean warming impacts extreme events at the
regional scale. Here we show that in Moscow changes to wintertime temperature characteristics suggest a
potential shortening of the winter season. This is manifested in a warming of middle-to-late winter months,
in an increasing number of extreme warm days in December and March and less day-to-day temperature
changes in the middle of winter. Meanwhile, cold extremes are getting colder and warm extremes are getting
warmer in the middle of winter. We show that cold extremes in Moscow are associated with air coming from
Siberia and the Arctic regions. Warm extremes are formed by air advected from the North Atlantic and
Mediterranean regions. We show that this is related to changes in the paths that weather systems originating
in the North Atlantic take in getting to European Russia and thermal conditions over the Barents and
Kara Seas.

1. Introduction

Extreme weather and climate events have drawn increased attention in recent years from both the theoretical
and observational research branches of atmospheric science (e.g., Borodina et al., 2017; Coumou &
Rahmstorf, 2012; Donat et al., 2016; Dosio & Fischer, 2018; Dwyer & O’Gorman, 2017; Pfahl et al., 2017;
Sousa et al., 2018; Zhou & Khairoutdinov, 2017). This interest is justified in large part by extremes’
disproportionate socioeconomic impact and due to projected increases in their frequency and intensity under
climate warming scenarios (e.g., Christensen et al., 2007; Ballester et al., 2009; de Vries et al., 2012; Sura,
2014). Such extremes have particular relevance because they are local manifestations of large-scale, or even
global, changes to the climate system (Bindoff et al., 2013). Temperature extremes are considered one of the
most impact-relevant consequences of climate warming, but large uncertainties remain in our understanding
principally at the local and regional scales (Intergovernmental Panel on Climate Change, 2012).
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Europe is a densely populated region highly vulnerable to such extreme climate events, especially
temperature extremes, both in winter and summer (Barriopedro et al., 2011; Beniston, 2004; Schir
et al., 2004; Sillmann et al., 2011; Sousa et al., 2018; Tebaldi et al., 2006). As Europe’s most populated city,
with a population over 12 million (United Nations, Department of Economic and Social Affairs,
Population Division, 2015), Moscow is a particular area of interest. Furthermore, Moscow is one of the
highest latitude and coldest metropolises on Earth, making it even more vulnerable to extreme climate
events. Wintertime extremes at such high latitudes can shift temperatures across the freezing point of
water, which amplifies their impact. Therefore, an improved understanding of the characteristics and
physical mechanisms of regional temperature extremes (both cold and warm) could enhance our capacity
for predicting regional climate anomalies. This in turn will allow for knowledge-based adaptation and
mitigation strategies.

As the most prominent climate signal in the North Atlantic-European region, the North Atlantic Oscillation
(NAO) is known to be significantly associated with European climate on a range of time scales (e.g., Hurrell,
1995). This relationship is particularly strong during boreal winter when the NAO is most pronounced (e.g.,
Zveryaev, 2006; Zveryaev & Gulev, 2009). Studies suggest linkages between wintertime climate extremes in
Europe and the NAO (e.g., Cattiaux et al., 2010; Luo, 2005). Specifically, it has been shown that during its
negative phase (i.e., a state of weakened meridional pressure gradient), the NAO contributes significantly
to extreme cold events in Europe such as was observed in the winter of 2010 (e.g., Cattiaux et al., 2010;
Wang et al., 2010). Diao et al. (2015) revealed an asymmetry in European winter temperature extremes
and their relation to the NAO. This is reflected in the larger magnitudes of cold extremes as well as in
different locations of the major action centers of temperature extremes. Furthermore, Chen and Luo
(2017) showed that strong cold anomalies over northern Europe are associated with quasi-stationary
Greenland blocking, which in turn is related to the negative phase of the NAO. This may be triggered by
Arctic sea ice reduction (e.g., Screen, 2017a).

Zhong et al. (2018) highlight the important role of atmospheric moisture advection in sea ice reduction and
regional warming in Barents-Kara Seas (BKS) basin. They demonstrate that meridional moisture transport is
the major player in recent BKS warming. They further show that enhanced moisture transport into BKS
region is associated with a pattern similar to that of the positive phase of the NAO and more easterly located
Ural blocking. Since warming in BKS region is associated with cold anomalies over continents (e.g.,
Overland et al., 2011; Shepherd, 2016), this result is somewhat contradictory to previous studies showing
that wintertime low temperatures in Europe are associated with the negative phase of the NAO as it was
particularly observed in winter 2009/2010 (e.g., Overland et al., 2011). Moreover, Cohen et al. (2012)
demonstrate that regional Northern Hemisphere wintertime cooling is directly tied to the downward trend
in the wintertime Arctic Oscillation (which is structurally similar to the NAO).

Although the NAO impacts to varying degrees the entire European region, it should be noted that, due to its
location in the most eastern part of Europe, Moscow’s climate and its extremes may potentially be less
impacted by the NAO. Thus, other additional factors may play important roles. This leaves a significant
gap in our understanding. Another potentially relevant climate phenomenon is the so-called Arctic
amplification (Cohen et al., 2014; Francis & Vavrus, 2012; Serreze & Francis, 2006) associated with the
Arctic sea ice reduction (e.g., Chen & Luo, 2017; Screen, 2017a, 2017b) and with the warm Arctic-cold
continents pattern (e.g., Overland et al., 2011). Arctic amplification implies faster rates of warming at high
latitudes in comparison to lower latitudes. This results in a reduced meridional temperature gradient
between the Arctic and lower latitudes and changes geopotential height structure and seasonal climate
variability. Consequently, this potentially results in decreased intraseasonal temperature variability in
northern and midlatitudes during the cold season by amplification of planetary waves and more persistent
weather patterns (e.g., Screen, 2014; Screen & Simmonds, 2014). Again, it should be noted that Moscow is
somewhat outside the major cooling center over Eurasia normally associated with the warm Arctic-cold
continents pattern (see, e.g., Figure 2 in Shepherd, 2016). For an excellent review of the complex, numerous
and nonlinear potential mechanisms associated with Arctic amplification and midlatitude extreme events
the interested reader is directed to Overland et al. (2016).

It can be expected that besides Arctic amplification and the NAO, other regional atmospheric
teleconnections (e.g., Scandinavian and East Atlantic-Western Russia teleconnections, Barnston &
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Livezey, 1987) may play roles. Luo, Xiao, Diao, et al. (2016) and Luo, Xiao,
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Yao, et al. (2016) suggest that wintertime Eurasian cold anomalies are
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temperature extremes and associated processes is necessary.

0.8
This study explores wintertime cold and warm air temperature (AT) extremes
40°N 0.6 in Moscow and the long-term time evolution of their principal characteristics
0° . (intensity, frequency of occurrence, and duration) during recent decades. We
investigate linkages to atmospheric dynamics in the North Atlantic-
04 European sector over a range of time scales and analyze the origin of air
- masses implicated in the formation of AT extremes. The data used and the
0.2 analysis methods are described in section 2. The time evolution of the statis-
tical characteristics of wintertime AT extremes is considered in section 3. In
LLo.o section 4 we examine the relationships of these extremes to regional-scale

55°N 1

f‘/:\\ ‘ i
40°N T Nk

atmospheric dynamics and, based on Lagrangian back trajectories, analyze
the origin of air masses associated with these extreme events. Finally, a
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2. Data and Methods

Figure 1. Coefficient of determination, R, between the VDNH station and  2.1. Observational and Reanalysis Data

ERA-Interim 2-m temperature for the DJF seasonal mean (a) and the stan-
dard deviation of DJF daily temperatures (b). DJF = December-January-

February.

We employ observational daily AT data at the 2-m level from the data set
described by Razuvaev et al. (1993). This data set includes observations from
223 meteorological stations around the former Soviet Union. We use data for
Moscow VDNH (World Meteorological Organization, WMO code 27612) as this station provides one of the
longest unbroken time series for the region of interest (i.e., European Russia). A total of 69 winters
(December-January-February, DJF) for the period 1949-2017 is analyzed. Over this period, period-mean
DJF-mean temperature in Moscow was -6.93 °C with a standard deviation, o, of 2.4 °C. Typical wintertime daily
temperature variability, as measured by period-mean DJF-sigma in daily temperature means, was 6.22 °C.
Detailed information on the data processing and the data set construction can be found in Razuvaev et al. (1993).

For the Lagrangian analysis of back trajectories we employ three-dimensional 6-hourly ERA-Interim reana-
lysis data (Dee et al., 2011) on a regular 3/4° latitude-longitude grid. The ERA-Interim period is 1979 to pre-
sent; trajectories analyzed in the present study therefore are for events covering the period 1979-2017. To
analyze links to regional synoptic-scale dynamics, we use daily geopotential heights at the 850-hPa level,
Zgsonpa, also from ERA-Interim. We use this level since it is low enough to capture shallow, fast moving
extratropical cyclones but also minimizes any potential influence of topography.

We use indices of the major teleconnection patterns that have been documented and described by Barnston
and Livezey (1987). The patterns and indices were obtained by applying rotated principal component analy-
sis (e.g., Hannachi et al., 2007) to standardized 500-hPa height anomalies in the Northern Hemisphere. The
teleconnection patterns used here to examine links to AT extremes include the NAO, East Atlantic (EA),
East Atlantic-West Russia, and the Scandinavian (SCAND) patterns. They are regularly updated indices,
covering the period 1950 to present, and are available from the National Oceanic and Atmospheric
Administration Climate Prediction Centre website. Further details on the teleconnection pattern calculation
procedures can be found in Barnston and Livezey (1987) and at the Climate Prediction Centre website. These
indices have been curtailed to match the period of analysis.

While Moscow temperature extremes are themselves worth studying, we show that temperature variability
there is well correlated with a broader region (Figure 1). Seasonal mean 2-m AT from the VDNH station data
shares >80% of its variability with corresponding temperature in ERA-Interim over European Russia, the
Baltic States, Belarus, and northeast Ukraine (Figure la). By contrast, cooccurrence of temperature
extremes, as proxied by the standard deviation, o, of daily temperature is much more local (Figure 1b).
The >80% contour is constrained to a region of approximately 1,000 km? centered just north of Moscow.
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Figure 2. Coefficient of skewness (black curve) of the empirical distribution of winter daily air temperature (calculated
over the reference period 13 October 1960 to 19 December 1990) for the VDNH station, Moscow. Pearson’s criteria for
Gaussian distribution (blue line) and for the asymmetric distribution (green line) are defined in equation (1).

2.2. Extreme Event Identification

We define wintertime AT extremes using a four-step approach described in detail in Zyulyaeva et al. (2016)
where summertime temperature extremes were analyzed. This is a percentile-based approach commonly
used to analyze extremes (e.g., Alexander et al., 2006; Diao et al., 2015). We use the base period 1961-1990
(i.e., the standard WMO reference period; World Meteorological Organisation, 2015). This period and
percentile-based approach are also recommended by the Climate Variability and Predictability Expert
Team on Climate Change Detection, Monitoring and Indices (Klein Tank et al., 2009). To remove inhomo-
geneities and thus eliminate possible bias in trend estimation, we applied the “jump” removing algorithm of
Zhang et al. (2005).

We remove the seasonal cycle as approximated by a fourth-order polynomial (estimated for 1961-1990) from
daily AT (see Figure 1 in Zyulyaeva et al., 2016). We then construct empirical occurrence histograms (EOH or
observed frequency distributions) for each day of the winter season for the reference period (1961-1990). We
use data from 25 consecutive days centered upon the day of interest (further referred to as 25CD). Thus, to con-
struct EOHs for each day we have a 25(days) x 30(years) = 750 sample size. We then fit EOHs with an analy-
tical probability density function (PDF) to improve the stability of distribution statistics derived from the data
(e.g., Folland et al., 1999; Coles et al., 2001). Since our analysis reveals a fundamental asymmetry in the AT
EOHs during the cold season, as analytical representations of EOHs we consider not only the normal (i.e.,
Gaussian) distribution but additionally an asymmetric (skewed) distribution whose PDF, P(x), is given by

P(x) = aff exp(—px) exp[-aexp(—fx)], ¢Y)

where o and f are steering parameters computed in fitting P(x) (e.g., Gulev & Belyaev, 2012). For each day we
estimate the Pearson criteria (i.e., y*) for both these analytical distributions (Figure 2). This allows us to
determine which distribution optimally represents that each day’s temperature variability. Figure 2 shows
that over the extended winter season (October—-March) skewness is essentially negative and large (reaching
—0.8 in December) implying that the asymmetric distribution fits better to the observed frequency distribu-
tion. This is particularly true for December. Note that during the warm season, skewness is small and mainly
positive suggesting that a Gaussian distribution fits better to the observed frequency distribution in this sea-
son (Figure 2). Consequently, we characterize each day by the distribution with the lowest y*.

Finally, using a cumulative distribution function, C(x), based on the sample expected value and ¢, we con-
vert AT anomalies into percentiles. The Gaussian C(x) is a standard reference (e.g., Zwillinger, 2002), while
the C(x) corresponding to P(x) in equation (1) is derived here as

C(x) = exp[—aexp(—px)] + const. )

To investigate the characteristics of wintertime cold and warm events, we define a particular extreme event
as a period when the daily AT anomalies exceed an established threshold (10th percentile for cold events and
90th percentile for warm events) for at least three consecutive days.
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2.3. Trajectory Computation and Classification

To identify the origin of air masses implicated in extreme events, we compute their 5-day Lagrangian back
trajectories. Trajectories are computed for all warm [P(90th)] and cold [P(10th)] events with the Lagrangian
analysis solver (LAGRANTO; Sprenger & Wernli, 2015) using the ERA-Interim reanalysis three-
dimensional wind field at 60 model levels. Lagrangian analysis solves the trajectory equation Dx/
Dt = u(x), where x = (4, ¢, p) is the position vector in natural coordinates and u = (i, v, ) is the three-
dimensional wind vector. The interpolation specifics and implementation details can be found in
Sprenger and Wernli (2015).

Back trajectories were initialized from 37.37°E, 55.45°N and computed at every level between 1,000 and
850 hPa at 5 hPa intervals. At lower levels, trajectory initiation is sometimes attempted at higher pressures
than the realized surface pressure (i.e., a trajectory from 1,000 hPa may not be computed if the surface pres-
sure is 985 hPa). In such cases, no trajectory may be computed. To avoid this issue, we note that for present
purposes there is negligible difference for trajectories started between 1,000 and 850 hPa and as such only
parcels located at 900 hPa at t = 0 hr are shown here. All conclusions discussed are identical as for lower
levels. There is small vertical motion relative to horizontal motion over considered time scales and as such,
only the horizontal component of trajectories is shown.

We classify trajectories based on their 5-day origin (between times —96 and —120 hr). The choice of 5 days is
supported by scale analysis of synoptic motions, which suggests we are interested in processes occurring over
O(1) days (e.g., Holton & Hakin, 2013) as well as the typical definition of blocking (5 days, e.g., Woollings
et al., 2018). Similar timeframes have been used in Lagrangian analysis of similar processes (e.g., Fuchs
et al., 2017; Papritz & Spengler, 2017; Schemm et al., 2016; Schemm & Schneider, 2018).

We use a formal unsupervised classification methodology, specifically K-means clustering (e.g., Lloyd, 1982).
We chose the number of classes for both cold and warm events based separate qualitative sensitivity tests.
Since we are presently interested in discussing the origin of air masses, we choose the number for each
extreme event type that corresponds to reasonable and intuitive descriptions of said origins. For example,
fast moving versus slow-moving cyclones and western European versus Arctic origin. Ultimately, the num-
ber of types chosen is a subjective imposition onto the data, but the limitations of this are not grave in this
context. The classification is useful for discussing different types of event and indicating further more phy-
sically based analysis. Given a chosen number of classes, the clustering is repeated 10,000 separate times and
the classification with the highest inertia is chosen. The scikit-learn implementation of this algorithm is used
(Pedregosa et al., 2011).

3. Major Characteristics of Winter Temperatures in Moscow and Their
Long-Term Evolution

3.1. Changes in Daily Temperature PDFs

European Russia is characterized by large AT variability at different time scales. In particular, the ampli-
tude of the AT annual cycle is the largest of all Europe, exceeding 17 °C (e.g., Zveryaev, 2007).
Additionally, it should be emphasized that the magnitude of wintertime European AT interannual varia-
bility is maximal over European Russia and southern Scandinavia (see, e.g., Figures la and 3a in
Zveryaev & Gulev, 2009). AT variability at shorter (e.g., synoptic) time scales is also large in this region
and often associated with blocking events (Sousa et al., 2018; Tyrlis & Hoskins, 2008). Therefore, from a
climatological perspective large wintertime temperature fluctuation in Moscow and in European Russia
in general are not unusual.

To investigate the principal characteristics of wintertime AT daily anomaly PDFs and their changes over
recent decades, we analyze the variability of the PDF mean, o, and skewness. PDFs have been constructed
for each winter day throughout the extended winter season (October-April) with a 21-year running window
with 1-year time step. The 25CD type of subsampling has been applied. A positive trend in mean AT is well
pronounced during middle-to-late winter (Figure 3a). This is generally consistent with an earlier detected
intensification of global warming starting in the 1970s (e.g., Intergovernmental Panel on Climate Change,
2014). However, this warming trend is notably absent from the early winter season (i.e., November-
December). In December, there is no significant trend in mean temperature anomalies or o, but we do see
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Figure 3. Time evolution of probability density function (a) mean, (b) g, and (c) skewness for the wintertime daily air tem-
perature anomalies.

notable changes in the PDF skewness (Figure 3c). Over the entire period it has become increasingly
symmetric implying that in comparison to the 1960s (when during December cold events were more
probable), in the most recent decade the probabilities of positive and negative anomalies in December
have been more or less equal.

The most remarkable changes occur in January when a negative trend in ¢ shows a squeezing of the PDF
toward the mean values (Figure 3b). In fact, this implies that January temperatures have become on average
less variable; that is, the probability of low, or even 0, magnitude temperature anomalies has increased.
Coincident with this decline in overall daily temperature variability, strongly increasing negative skewness
shows growing PDF negative asymmetry (Figure 3c). This implies an increasing probability of observed
moderate temperature anomalies during the last 30 years being cold. However, relative to the base period,
increasingly negative skewness and this associated redistribution of probability density toward the right tail
implies more temperatures exceeding the warm extreme threshold than the cold extreme threshold
(Figure 4b, area between solid and dashed red lines). On top of this, the absolute magnitude of cold tempera-
ture anomalies has also increased from 17.5 to 22.5 °C (Figures 4a and 4b). So over all, the changes in the
middle of winter are quite nuanced and require careful consideration but represent fundamental changes
to wintertime climate.

In March, that is, the final winter month, as in January and February there is a warming trend albeit of a
slightly lower magnitude to that of the midwinter (Figure 3a). However, in stark contrast to January,
March’s PDF skewness is initially strongly negative but has very much declined over the entire period
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Figure 4. Empirical occurrence histograms of daily temperature anomalies for January (a, b) and March (c, d) for period
1958-1978 (a, c) and 1987-2007 (b, d). Subsampling means are marked by solid red lines, and means of the 1958-1978
period are marked as dashed red lines in (b) and (d). These two 21-years periods are chosen since they most clearly
demonstrate characteristic changes (see Figure 3).

(Figure 4c). Again, January’s skewness in the earlier decades is fairly negligible but has become more
negative in recent decades (Figures 4a and 4b). This implies that the occurrence probability of warm
temperature anomalies in this final winter month has increased (i.e., the opposite of what we find in
January, Figure 4).

Results indicate a very strong seasonal cycle in daily temperature variability (Figure 3b). Early (i.e.,
November) and late (i.e., March) winter temperatures are characterized by smaller ¢ in comparison to mid-
winter months. Looking over the entire period, we see an increasing suppression in this seasonal cycle, char-
acterized by a reduction in January and February daily temperature variability. This appears to be consistent
with the findings of Screen (2014).

Therefore, these results demonstrate that the regional manifestation of global warming during recent dec-
ades is associated, not only with an increase of the seasonal mean AT (which is reflected in the increase
of PDF means during middle-to-late winter months) but also with changes in the shape of these PDFs.
Summarizing these trends, results suggest the following:

1. A warming of middle-to-late winter months, that is, January through March, but not early winter.

2. A suppression of the strong seasonal cycle in daily temperature variability driven by a reduction in
January and February variability.

3. A tendency for temperature anomalies in January to be lower magnitude in recent decades but strong
fluctuations from this mean are increasingly likely to be cold rather than warm. At the same time cold
extremes are increasingly intense.
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Figure 5. Total number of days (December-January-February) with (a) negative and (b) positive air temperature anoma-
lies meeting thresholds: 1st, 5th, and 10th percentiles for a cold days (a) and 90th, 95th, and 99th percentiles for a warm

days (b).

4. Additionally, due to strong warming of mean January temperatures relative to early decades the prob-
ability of warm extremes as defined relative to earlier climates (e.g., the 1960s) has increased.
5. An increasing probability of warm extremes during March and December.

3.2. Changes in Extreme Temperature Event Frequency and Duration

We next analyze the number of days in each winter season for which daily AT anomalies exceeded cer-
tain thresholds. The total number of anomalously cold and warm days is shown respectively in
Figures 5a and 5b. We define thresholds of the 10th, 5th, and 1st percentiles for the negative AT anoma-
lies (Figure 5a) and 90th, 95th, and 99th percentiles for the positive AT anomalies (Figure 5b). In terms
of long-term trend-like changes we find a general tendency toward a decrease in the number of extre-

50 —
. Cold Events (n=142)
40 — Warm Events (n=159)

30 —

20 —

Frequency, %

3 6 9 12 15 18 21 24
Duration, Days

Figure 6. Empirical occurrence histograms of duration of the extreme
events with air temperature anomalies exceeding thresholds 10th (blue)
and 90th (pink) percentiles.

mely cold days in Moscow (Figure 5a) and a corresponding increase
in the number of extremely warm days (Figure 5b). This trend is not
necessarily representative of specific interdecadal variability however,
and over last 25 years there is a trend toward an increased number of
extremely cold days (this is also seen in Figure 10).

We now turn to EOHs for the duration of cold and warm extreme events
with daily AT anomalies exceeding, respectively, thresholds 10th and 90th
percentiles (Figure 6). For the period analyzed there are 142 cold events
within the 10th percentile threshold. The duration of cold events varies
from 3 to 17 days (Figure 6). The shortest (i.e., 3 days) events are most fre-
quent (representing about 40% of the total number of cold events), while
events lasting longer than 7 days are relatively rare (less than 5% of total
number). There are 159 warm events within the 90th percentile threshold.
Their length varies from 3 to 23 days (Figure 6). In general, we observe an
exponential distribution for the duration of extreme events, both warm
and cold. The e-folding of the cold event EOH is somewhat shorter than
for the warm events (Figures 6). This implies a larger role of short-term
(3-5 days) events in cold events.
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Figure 7. Duration of the cold (a) and warm (b) events with air temperature anomalies exceeding thresholds 10th and
90th percentiles, respectively. Mean event durations and the frequency of the events for the first and last 20 years are
shown in bold black lines; these years are significantly different for warm events (duration and frequency) and for the
frequency of the cold events at the 5% level according to Student’s ¢ test. They are not significantly different for the duration
of the cold events.

Finally, Figure 7 shows all detected cold (10th percentile) and warm (90th percentile) events and their dura-
tion. A noticeable increase in the duration and frequency of warm events during most recent decades is also
evident. In the last 20 years the frequency of the warm events has doubled (Figure 7b). At the same time the
frequency of the cold events dropped from 2.9 events per year to 1.4 events per year. This is generally con-
sistent with results of our analysis of EOHs (Figure 6).

4. Links to Atmospheric Dynamics in the North Atlantic-European Sector
4.1. Air Mass Origins

To define the major air masses involved in formation of the wintertime cold and warm extreme events, we
compute the Lagrangian back trajectories for air parcels at 900 hPa and classify them as described in
section 2. As seen from Figure 8a, the majority of trajectories associated with cold events in Moscow indicate
that air masses implicated in these extreme events do indeed come from the north and northeast (i.e., from
climatologically colder regions), whereas trajectories associated with warm events clearly indicate that air
masses forming these events arrive mostly from the west and southwest.

We further objectively classify cold events into three types. Type 1 events (27% of all cold events) are of oceanic
origin indicating that the majority of relevant trajectories originate in the northeastern North Atlantic-Arctic sec-
tor from Scandinavia to Greenland (Figure 8b). Type 2 events (11.1% of all cold events) are of polar origin with
trajectories originating mostly in the central Arctic basin. Finally, more than half (61.9%) of all cold events are type
3 events characterized by prevailing relatively slow advection of cold air from the east and northeast (Figure 8b).

Warm events are mostly comprised of type 1, type 2, and type 4 events, which account for a fairly comparable
proportion each (Figure 8c, 32.7%, 34.6%, and 26.2%, respectively). The major source regions for these air
masses are western Europe (type 1 associated with the slow-moving cyclones), the Mediterranean (type 2)
region, and the western North Atlantic (type 4 associated with the fast-moving cyclones; Figure 8c).
Warm events of type 3 play a very minor role (6.5% of all warm events) and demonstrate links to air

ZYULYAEVA ET AL.

100

85UB01 7 SUOLULLOD AIIER1D 3cedt dde aup Aq pauenob 88 S9o1le YO 8SN J0 SaInJ 10} ARIqIT8UIIUO AB]IM UO (SUOPUOO-PUR-SLLBILI0D" A3 1M*Aleq 1 [Bu 1 [UO//SA1Y) SUOIPUOD PUe SWLB L 38U 89S *[2202/TT/TT] Uo AidiTauliuO A8]IM ‘Uoe.spe- e ssny aueiyd0d Aq z#9820arsT0z/620T OT/I0pAu0d" A3 1M Are.q jpuluo'sandnfey/sdny wouy pepeojumod ‘T ‘6TOZ ‘96686912



~1
AGU

100 Journal of Geophysical Research: Atmospheres 10.1029/2018JD028642

ADVANCING EARTH
'AND SPACESCIENCE.

a) All trajectories

b) Cold events c) Warm events

== \Warm events (90"
@® Moscow [all trajectories t=0]

= Cold events (10t") m— Type 1[27.0%] m— Type 1 [32.7%]
Type 2 [11.1%] Type 2 [34.6%)]

m Type 3 [61.9%) == Type 3 [6.5%)]

® Moscow [all trajectories t=0] = Type 4 [26.2%)]

d) Cold events

® Moscow [all trajectories t=0]

12.5 A
10.0 1
7.5
5.0 1

mean duration (days)

Wi nin
o.o.l. E E A

e) Warm events

12.5 1

10.0 1

mean duration (days)
~
wv

Figure 8. Lagrangian back trajectories of air masses at 900 hPa implicated in Moscow cold and warm extreme events. (a) All trajectories divided by associated
Moscow temperature extreme. Trajectories classified by origin for cold and warm extremes are plotted separately in (b) and (c), respectively. The length of the
(d) extreme cold (10th percentile) and of the (e) extreme warm (90th percentile) events; the colors match the type of the trajectories.

masses of eastern origin. This is a somewhat controversial result that can be explained either by local
diabatic heating in the vicinity of Moscow or by some deficiencies in the analysis method.

During recent decades cold events became less frequent (Figure 8d). At the same time, warm events were
more frequent and their duration increased (Figure 8e). This is consistent with Figure 7. For the cold
extremes (Figure 8d) during the last 15 years we find only one winter when the type 1 trajectory has been
detected. On the other hand, in 1990-2003 there were eight winters with the type 1 trajectories detected.
It is also seen that events with type 3 trajectories, corresponding to advection from the BKS region tended
to last longer (increased duration). This result is in direct agreement with results of Shukurov and
Semenov (2018). For warm extremes (Figure 8e) there was an intensification of the warm air advection from
the Mediterranean Sea region (type 2 trajectories) during the last 15 years, whereas advection from the wes-
tern Europe (type 1 trajectories) decreased. The limited number of type 4 trajectories in 2005-2015 can be
explained by the predominantly negative phase of the NAO and associated weakening of the westerly flow
over the considered time period.
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Figure 9. As for Figure 8 but with trajectories divided based on positive (a) and negative (b) phases of the NAO. Blue (red)
colors indicate cold (warm) events and percentages correspond to the total fraction of the event type during the respective
NAO phase. NAO = North Atlantic Oscillation.

4.2. Links to Regional Atmospheric Teleconnections

We further examine links between wintertime AT extremes in Moscow and major regional teleconnections.
To do this, we estimate correlations between time series of the number of cold and warm days in Moscow
during each winter (DJF) and indices of the NAO, SCAND, East Atlantic-West Russia, and EA
teleconnections (Barnston & Livezey, 1987) for winters 1948/1949-2016/2017. Here we only discuss
correlations that are statistically significant at the 5% level according to the Student’s ¢ test (Bendat &
Piersol, 1966). All computed correlations are provided in the supporting information as Table S1. Clearly,
the NAO most significantly impacts interannual variability of the number of cold days. Specifically, a
negative correlation between respective time series (—0.48) indicates that cold extremes in Moscow occur
during the negative phase of the NAO characterized by the weakening of the North Atlantic storm track
and reduced advection of warm air into the European region.

Warm extremes in Moscow are associated with the NAO and the SCAND teleconnections (see Table S1).
Positive (0.61) correlation to the NAO index and negative (—0.35) correlation to the SCAND index suggest
that the warm events occur during positive phase of the NAO (NAO+) resulting in enhanced warm air
advection from the North Atlantic region. Likewise, during the negative phase of the SCAND (SCAND—)
such advection is enhanced in the Mediterranean region. Note that this result is in excellent agreement with
above back trajectories analysis, which reveals comparable roles of these sources of warm, moist air in the
formation of wintertime warm extremes. We also find significant correlation between the EA teleconnection
and warm days (0.31). In some studies (e.g., Moore et al., 2013) the EA is considered as a zonally shifted
(toward the east) form of the NAO. Thus, our results imply that the EA exerts a similar but essentially
weaker impact on the cold and warm temperature extremes in Moscow as the NAO. Having stated this,
we limit our further analysis to the links between temperature extremes in Moscow and the NAO and
SCAND teleconnections.

To get further insight into relationships between extreme events in Moscow and different phases of the NAO
and SCAND, we show trajectories corresponding to positive and negative phases of these teleconnections
(Figure 9 for NAO and supporting information Figure S1 for SCAND). The number of trajectories associated
with cold extremes is essentially larger during the negative phase of the NAO (NAO—, 60.3%) than that
during NAO+ (39.7%; Figure 9). Consistent with the above analysis, during NAO— trajectories associated
with cold extremes are mostly of Arctic-northern Siberian origin (Figure 9b), which is evidently not the case
for NAO+ (Figure 9a). During NAO+ (i.e., an increased meridional pressure gradient), the number of
trajectories (71.0%) associated with warm extremes is more than double than that during NAO— (29.0%,
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Figure 10. Time series of linear trends of the number of extremely warm (90th percentile; red curve) and cold (10th
percentile; blue curve) days estimated for the 21-year running window with a 1-year lag. Red and blue lines indicate
long-term changes of trends estimated respectively for the days with positive and negative air temperature anomalies.
NAO = North Atlantic Oscillation.

Figures 9a and 9b). Principal difference in the respective trajectories patterns is also evident between the two
NAO phases with trajectories originating predominantly in western North Atlantic during NAO+ and
trajectories of somewhat different origins during NAO— (Figures 9a and 9b).

We note that trajectories obtained for the different phases of the SCAND (Figure S1) demonstrate some
similarity to the NAO-related trajectories (Figure 9). Nevertheless, from statistical point of view (i.e., by their
definition as the leading empirical orthogonal function modes; e.g., Barnston & Livezey, 1987) these two
climate signals should be independent. Our additional analysis revealed low negative correlation between
the SCAND and NAO indices (Figure S2). In-depth analysis of dependence/independence of these two
teleconnections is beyond the scope of this study. Thus, we included only a brief discussion of the SCAND
influence in the supporting information.

Figure 10 shows major tendencies of long-term climatic changes in the number of extremely cold and warm
days in Moscow. There is rather large negative correlation (—0.67) between the tendencies of the number of
the cold and warm days. It is seen particularly that the period 1977-1997 was characterized by a positive
trend in the number of warm days and by a negative trend in the number of cold days. During this period
the NAO index demonstrated a positive trend (Figure 10). The opposite picture was observed from in the
period 1991-2011 (Figure 10). Recently, trends have changed their signs again. Correlations between the
tendencies of the NAO and the number of warm and cold days are 0.53 and —0.43 respectively. Thus, these
results imply that long-term wintertime changes in the number of extremely cold/warm days in Moscow are
essentially driven by long-term changes in the NAO state.

4.3. Relationship to Large-Scale Synoptic Activity

Here we investigate links between regional atmospheric dynamics and AT extremes in Moscow. We first
separate short-term (i.e., synoptic) atmospheric variability into several time scales (0-2, 2-6, and 6-12 days)
by applying a Lanczos filter (e.g., Duchon, 1979) to 6-hourly Zgsonp, in the North Atlantic-European sector.
Next, we estimate o for the filtered data, thus obtaining a diagnostic for the intensity of atmospheric
variability at each of the above indicated time scales. Finally, we estimate correlations between this intensity
diagnostic of synoptic activity (i.e., 6(Zgsonpa)) and time series of the number of cold and warm days in
Moscow during each winter (DJF) season for 1979/1980-2016/2017 (total 38 years, Figure 11).

Correlations between time series for the number of anomalously cold days in Moscow and the intensity of
the shortest (0-2 days) and synoptic (2-6 days) atmospheric processes form a pattern with significant
negative correlations between Iceland and Scandinavia (Figure 11a). This implies that wintertime cold AT
extremes in Moscow are associated with weakening of synoptic activity along the North Atlantic storm track.
The area of negative correlation reduces when we consider links to longer-term atmospheric processes
(Figures 11e). For the longest considered time scale (6-12 days) of atmospheric variability, we find a local
center of large negative correlations over Scandinavia and northwestern part of European Russia
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Figure 11. Correlation between the intensity of synoptic activity (6(Zgsonpa)) and the number of cold days below 10th percentile (a, ¢, and e) and warm days
exceeding 90th percentile (b, d, and f) days for December-January-February period, 1948/1949-2011/2012 (64 years). Moscow is marked by the green point.
Dashed contours indicate correlations that are significant at the 5% level. Correlations shown are Pearson’s correlation coefficients (i.e., parametric and linear), and
significance is assessed against the associated two-tailed p values. Correlations were repeated with Spearman’s coefficients (i.e., nonparametric and monotonic) and
result in the same conclusions.

(Figure 11e). This implies an association between cold AT extremes in Moscow and a direct cooling triggered
by a blocking-type atmospheric circulation pattern.

The correlation patterns for anomalously warm days in Moscow and the intensity of the shortest (0-2 days)
atmospheric fluctuations over the North Atlantic and Europe show a major positive center of action over the
northern North Atlantic and Scandinavia (Figure 11b), which reflects the local storm track. The center of
significant negative correlations is seen over the Mediterranean Sea. This is almost the inverse pattern to that
obtained for the anomalously cold days (Figure 11a). This pattern suggests that wintertime warm events in
Moscow are associated with an intensification of the short-term synoptic activity along the North Atlantic
storm track region and Scandinavia, thus with enhanced advection of relatively moist and warm air into
the European region. At the same time synoptic activity over the Mediterranean Sea is weakened.
Altogether this pattern is reminiscent of the SCAND teleconnection. This agrees with above revealed link
between warm extremes and the SCAND (Table S1).

A similar pattern but with generally lower correlations is obtained for the longer-term (2-6 days)
atmospheric variability (Figure 11d) over Scandinavia, but we do not find significant correlations over the
Mediterranean Sea. The correlation pattern for the longest considered time scale (6-12 days) reveals local
center of positive correlations over European Russia (Figure 11f), which is opposite to the correlation center
obtained for the cold AT extremes in Moscow (Figure 11e).

These results supplement the conclusions from the trajectory analysis and associated links to the NAO in
that variability of the North Atlantic and Mediterranean storm tracks play a major role in the variability
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of the number of extreme days in Moscow. Changes in these storm tracks should therefore affect changes in
the number of extreme events. Recent studies have shown a tendency for a poleward deflection of the storm
track in the Atlantic-European region in some but not all reanalysis records (Orlanski, 1998; Tilinina et al.,
2013). This tendency is also found in some model simulations corresponding to warming climate scenarios
(Loptien et al., 2008; Pinto et al., 2007; Woollings & Blackburn, 2012). Such a poleward deflection of the
storm track would support our results in demonstrating an increase in the number of warm events and
decrease in the number of cold events.

5. Summary and Discussion

Here observational and reanalysis data from different data sets have been analyzed to study the major
characteristics of wintertime cold and warm AT extremes in Moscow and to explore their long-term changes
over recent decades. We further investigated dynamical linkages of these extremes to synoptic-scale activity
in the North Atlantic-European sector and explored air mass origin implicated in their formation. A novel
finding is that there is strong seasonality in the frequency distribution of daily AT anomalies in Moscow.
Specifically, we found that the wintertime frequency distribution of daily AT anomalies is asymmetric and
characterized by large negative skewness in contrast to the summer season, when the observed frequency
distribution of daily AT anomalies in Moscow is essentially Gaussian.

We detected significant interdecadal changes in the statistical characteristics of winter AT extremes.
Persistent shifts in the means for PDFs of daily AT anomalies reflect trend-like warming which has
intensified since the late 1970s. This agrees with recent studies of the regional impacts of global climate
change (e.g., Intergovernmental Panel on Climate Change, 2014). These changes are more pronounced
during middle-to-late winter (January—March). In particular, our analysis revealed a significant long-term
decrease in intraseasonal AT variability, which is most pronounced during late January to early February.
This result is broadly consistent with findings of Screen (2014) who studied Arctic amplification and
revealed that it results in a decrease of the intraseasonal temperature variance in the middle to high
latitudes. We detect changes in the shape of PDFs, reflected by their changing skewness, o, and absolute
range. These changes are different in different winter months. Specifically, in December and March the
probability of the cold events decreases, whereas in January the probability of cold events does not change
significantly. Concurrently, the probability of warm events relative to the early climate period increases
during all months. It should be stressed that in January, the absolute range covered by PDFs increased over
recent decades by more than 6 °C, thus indicating an increased probability of more intense extremes, that is,
higher absolute temperature values, of both cold and warm types.

This analysis additionally reveals long-term trend-like changes reflecting a general tendency toward a
decrease in the number of extremely cold days and a corresponding increase in the number of extremely
warm days in Moscow during winter. This is broadly consistent with the results of Andrade et al. (2012)
who demonstrated evidence for a general increase in the occurrence of warm days along with a decrease
in the occurrence of cold nights throughout Europe.

An analysis of linkages to regional-scale atmospheric dynamics reveals that cold wintertime AT extremes in
Moscow are associated with weakening of the North Atlantic storm track activity at the shorter (few days)
synoptic time scale. Warm extreme AT events are linked to intensification of the North Atlantic storm track
and weakening of Mediterranean synoptic activity. The impact of atmospheric variability at longer time
scales (6-12 days) upon the extreme events is more local, and in general, represented by blocking-type
atmospheric patterns. We note that recent studies have demonstrated that wintertime blockings are
generally associated with colder than average conditions over large regions of Europe (e.g., Sousa et al.,
2018). These results are corroborated by a Lagrangian analysis of back trajectories associated with
wintertime extreme events in Moscow, which reveals that cold extreme events are mostly formed by the
air masses with their origin in Siberia and the northeastern North Atlantic-Arctic sector between
Scandinavia and Greenland. Meanwhile, warm extreme events are triggered by advection of warm air from
the western North Atlantic and Mediterranean regions. To the best of our knowledge, a quantitative
assessment of this kind into the relative roles of different air mass origins in the formation of winter
temperature extremes in Moscow is provided for the first time in the present study. Analysis of linkages to
regional atmospheric teleconnections has revealed that interannual changes in the number of cold events
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are governed mostly by the NAO—. Interannual changes in the number of warm events are driven by both
the NAO+ and the SCAND— teleconnections.

To summarize results related to regional atmospheric dynamics and highlight major physical mechanisms
responsible, here we briefly describe the sequence of events resulting in AT extremes in Moscow. The
persistence of an increased meridional pressure gradient over the North Atlantic, corresponding to the posi-
tive phase of the NAO, results in intensification of the North Atlantic storm track reflected in the enhanced
synoptic activity in the respective region. This results in increased advection of warm and wet air into the
European region resulting in positive AT anomalies in Moscow. In addition to this, the presence of a
large-scale cyclonic anomaly over Scandinavia and the BKS basin, corresponding to the negative phase of
the SCAND teleconnection, favors warm air advection from the North Atlantic and Mediterranean Sea
regions, which also results in above average AT in Moscow. During the negative phase of the NAO the
reduced meridional pressure gradient over the North Atlantic results in weakening of the North Atlantic
storm track and a suppression of synoptic activity which generally favors formation of the blocking-type
atmospheric anomalies. This eventually results in cold extremes in Moscow.

While we explored in detail the dynamical linkages of AT extremes formation to regional atmospheric
variability, there are other factors that are potentially relevant. This comment particularly refers to large
decadal-scale changes in the characteristics of AT extremes revealed in the present analysis. However, to
get a robust assessment of such changes and their possible driving mechanisms, high-resolution data
covering a longer time period are needed. Experiments using hierarchies of climate models should prove
very useful indeed. Although we leave this factor analysis for further study, it is worth mentioning that such
phenomena as the Atlantic Multidecadal Oscillation (e.g., Enfield et al., 2001; Hao et al., 2016) might play a
role (through influence on the North Atlantic storm track) in winter AT extremes in Moscow and over
European Russia. Results of a recent study (Shukurov & Semenov, 2018) suggest an impact of reduced sea
ice concentration in the Barents Sea on the wintertime AT anomalies in Moscow, which is broadly consistent
with other recent work (Screen, 2014; Tang et al., 2013). Screen (2017b) showed that sea ice reduction
specifically in that location could be associated with a weakening of the stratospheric polar vortex and a
subsequent tropospheric response that resembles the NAO. This connection appears to be consistent with
our results also.

Although the so-called Ural Blocking is associated with both the NAO and sea ice loss in the BKS basin (Luo,
Xiao, Diao, et al., 2016; Luo, Xiao, Yao, et al., 2016), and thus is not independent from these phenomena, its
possible impact on winter temperature extremes in Moscow will be explored in a separate study. Hence, a
possible effect of these remote climate signals on the winter AT extremes in Moscow is of significant interest
and deserves further investigation. Thus, we believe that additional diagnostic studies of the observational
record will have merit in addition to advanced model experiments, which will allow for a more accurate
assessment of driving mechanisms and their relative roles in wintertime temperature extremes in Moscow.
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